Feasibility of Mixed Matrix Membrane Gas Separations Employing Porous Organic Cages
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ABSTRACT: Porous additives offer an attractive pathway to enhance the performance of polymeric gas separation membranes. Previously reported porous additives, such as zeolites and metal–organic frameworks, suffer from poor interfacial binding with the polymer matrix, which leads to nonselective gas transport pathways. Porous organic cages (POCs) are an exciting new family of soluble additives that could ameliorate these transport issues by integrating intimately with the polymer matrix. By using Voronoi network analysis, grand canonical Monte Carlo simulations, and molecular dynamics, we provide a theoretical assessment of the benefit of using POCs as additives for mixed matrix membranes (MMMs). We reveal that some MMMs containing POCs exhibit enhanced selectivity and permeability compared to the neat polymer matrix, particularly for H₂/CO₂ separations.

INTRODUCTION

Novel strategies that increase the efficiency of industrial gas separations are of great interest due to their direct application to green energy technologies.¹,² The specific challenges in this area are to reduce the overall energy cost of separating (i) H₂/N₂ and H₂/CO₂ for the production of hydrogen and the precombustion capture of carbon dioxide from gasified coal following the water–gas shift reaction,¹³ (ii) CO₂/N₂ for postcombustion “carbon capture” from gas flue streams,¹ and (iii) CO₂/CH₄ for biofuel purification and natural gas sweetening.⁶

Membrane systems are often used to perform gas separations on an industrial scale as they operate via a continuous process. This is more energy efficient than batchwise methods such as physical or chemical adsorption that require periodic energy-intensive regeneration.⁷,⁸ Membranes are commonly prepared from organic polymers as they are stable, readily scalable, and cost-efficient. However, pure polymer membranes are hampered by an empirical permeability versus selectivity trade-off limit termed the “upper bound.”⁹,¹⁰ Accordingly, one of the current challenges in membrane separation technology is to design new materials that surpass the upper bound limit and achieve enhanced selectivity, ideally in combination with increased permeability. A promising strategy is to synthesize multi-component mixed matrix membranes (MMMs) in which a gas-selective porous solid of fixed pore diameter is embedded into a polymer host. Porous additives with narrow pore size distributions, of the order of the kinetic diameter of the target gas, can facilitate efficient size-sieving separations. Additionally, these additives can introduce chemical functionality into the polymer to improve solubility of a target gas and thus enhance membrane selectivity. Porous adsorbents that have been explored as membrane additives include zeolites, metal–organic frameworks, and zeolitic imidazolate frameworks (ZIFs).¹¹,¹² Such materials have yielded MMMs that show increased permeability and selectivity compared to neat polymers.¹¹ However, inhomogeneity of the surface chemistry between the polymer and adsorbent can give rise to nonselective interphase voids that allow unrestricted gas diffusion.¹³ This ultimately leads to less than optimal performance for these multicomponent membranes.¹⁴ Thus, in order for MMMs to reach their full potential, synthetic methods that afford “gas-tight” integration between the two phases are required.

Recently, microporous solids composed of solution-processable porous organic cage (POC) molecules have attracted significant attention due to the potential to combine the atomic-scale control over pore size seen in MOFs and ZIFs, with the solution processability of molecular species.¹⁵ These novel materials have been reported with surface areas in excess of 1500 m²·g⁻¹ and have also been shown to carry out size- and shape-specific molecular separations.¹⁶,¹⁷ It is noteworthy that for such POC materials the accessible surface area can arise from interconnection of the intrinsically porous cage cavities (intrinsic porosity), from void spaces surrounding the cages that result from inefficient packing (extrinsic porosity) or from a
combination of both. As a result, polymorphs of POCs are reported to have very different physical properties.21,22 Thus, in the present study we have used the reported crystalline structures of POCs as the basis for our feasibility analysis. This approach is validated by the work of Bushell et al. who reported MMMs incorporating a POC that showed both in situ crystal growth and crystal inclusion.23

Our study builds upon recent computational work that considered the use of MOFs and ZIFs as additives for MMMs. These studies have enabled the identification of important trends and targeted the development of novel materials.24,25 POCs are attractive as they are soluble in many common organic solvents, which facilitates intimate mixing with the polymer host at the molecular scale. In silico screening will assist the development of POC-based MMMs as it can provide design principles for new materials.

Figure 1 shows the molecular structure and accessible pore surfaces of five organic cage molecules of varying cavity dimensions, pore window sizes, and molecular architectures. As the packing of cage molecules defines the bulk porosity of the materials we used the reported crystal structures of cages 1–5.17,19,21 The selectivity and permeability of MMMs containing POCs 1–5 were determined from grand canonical Monte Carlo (GCMC) and molecular dynamics (MD) simulations. Furthermore, we considered the effects of structural dynamics of the pore windows using Voronoi network analysis and MD simulations. To verify our modeling data, we calculated MMM permeabilities of 3 and PIM-1, a polymeric host of intrinsic microporosity, and compared these to experimental results.23

**METHODOLOGY**

To simulate the intrinsic permeabilities of 1–5, we extracted their structural data from the Cambridge Structural Database.26 Supercells (2 × 2 × 2) of structures 1, 2, 4, and 5 were used and the disorder of 2 was randomly chosen across the supercell, analogous to a recent study.27 Owing to the larger size, a single unit cell of system 3 was used and desolvated crystal structures were used where available. Structures of 1–5 were analyzed by Voronoi network analysis using the Zeo++ code28,29 to calculate the accessible surface area, size, and dimensionality of the pores. A probe radius of 1.82 Å, equivalent to the kinetic diameter of N2, was used to calculate surface areas.30

Equilibrium gas uptakes for H2, N2, CH4, and CO2 at 10 bar and 298 K were calculated by GCMC simulations employing the RASPA code.31 Analogous methods have been successfully employed to model porous carbons, zeolites, and metal–organic frameworks.25,32,33 The universal force field (UFF)34 was used to describe the nonbonded interactions of the cage atoms. H2 was described by the Darkrim and Levesque model,35 N2 and CH4 molecules were represented using the TraPPE model,36 and CO2 was described using the Elementary Physics 2 model.37 Mixed-atom interactions were expressed using Lorentz–Berthelot mixing rules.38 The cage volume of 2 was blocked to prevent the growth of molecules in a 4 Å diameter sphere at the center of mass of the cage molecules. Inspection of the gas density plots from the simulation ensured that the cage volume was blocked and the extrinsic volume was unchanged. Each simulation used 1 million equilibration steps followed by 1 million production steps. The particular force fields chosen have precedence in literature, having been used in previous studies of MOFs.39

Diffusion was simulated using equilibrium MD based on the Forcite module within Materials Studio 5.0.40 UFF was used to describe the dynamics of bonds, angles, and torsions of the systems during the MD simulation. Gas molecules at the density predicted by GCMC simulations at 10 bar were randomly placed into the crystal structure with the Amorphous Cell module. NVT dynamics were simulated for 6 ns with a time step of 1 fs with temperature controlled at 300 K using the Nose–Hoover thermostat.41 Only the last 5 ns of each simulation trajectory was used to calculate the mean-squared displacement of the gas molecules. The structure was allowed to be flexible to ensure that the dynamic nature of the systems was captured. A total of five unique trajectories were simulated so that an average slope of the mean-squared displacement could be calculated. The Einstein relationship in eq 1 was used to find the self-diffusivity, $D_{\text{self}}$, of the gas molecules from the coordinates, $r(t)$, of the molecules as a function of time, $t$.

$$D_{\text{self}} = \lim_{\delta t \to \infty} \frac{1}{\delta t} \langle |r(t) - r(0)|^2 \rangle$$

(1)
Intrinsically permeable POC crystals were approximated using eq 2, where \( c \) is the equilibrium gas concentration, and \( f \) is the operating fugacity. Single-gas properties were computed and selectivity was calculated using this data.

\[
P = \frac{D_{\text{eff}} c}{f}
\]  

Pore dynamics were calculated using the Zeo++ code for the last nanosecond of a 2 ns NVT dynamics trajectory at 298 K in the absence of gas molecules.

MMM permeabilities were calculated for a cage volumetric fraction of 40% using the Bruggeman’s effective-medium model described in eq 3, where \( P_{\text{MMM}} \) is the permeability of the MMM, \( P_f \) the permeability of the polymer, \( P_{\text{POC}} \) the permeability of the POC, and \( \phi \) the volume fraction of POC in the membrane.

\[
\left( \frac{P_{\text{MMM}}}{P_f} \right)^{-1/3} \left[ \frac{P_{\text{MMM}}}{P_f} - \frac{P_{\text{POC}}}{P_f} \right] = (1 - \phi)
\]  

**RESULTS AND DISCUSSION**

**Structural Properties.** Figure 1 depicts POCs 1–5, showing their different geometries, pore networks, and chemical functionality. Cages 1–3 have tetrahedral geometry of equivalent cavity size and can be differentiated by their vertex functionality. Cage 4 is an adamantoid and possesses the largest pore cavity of the three cages investigated. We note that an analogue of this structure has the highest reported surface area for a POC of 2071 m\(^2\)·g\(^{-1}\). Finally, cage 5 is best described as an elongated triangular dipyramid and is constructed from carbon–carbon bonds. This molecular connectivity is in contrast to cages 1–4, which are composed of imine moieties.

Static pore sizes, structure metrics, and N\(_2\)-accessible surfaces areas were calculated for structures 1–5 (Table S-1). The internal pore cavities range from 5.4 to 9.8 Å. The pore limiting (or window) sizes for each of the crystalline POC networks were calculated to lie between 1.8 and 5.1 Å; these values are germane to size-sieving separation of industrially relevant gases N\(_2\), CO\(_2\), CH\(_4\), and H\(_2\). Cages 3 and 5 possess “zeolite-type” pore structures with limiting diameters of 3.7 and 4.4 Å, respectively. Such pore architectures show excellent potential for gas separations, as they contain pore windows in the range of the kinetic diameter of target gases and also have larger cavities providing good solubility.

Structures 1–5 were investigated using combined GCMC and Voronoi network analysis simulations to determine representative surface areas. Good agreement between the experimental and calculated data for 1 and 2 was observed. However, discrepancies between experimental and predicted surface areas were found for the structures of cages 3–5. This incongruency can be attributed to the “soft” nature of these structures, which arises from the cage molecules packing in the crystalline phase via relatively weak dispersion forces. In the present study, we find that the simulated surface area of 3 is underestimated. This is anticipated as the simulation uses a “perfect” crystal and increased crystallinity of experimental samples has been shown to result in decreased surface area. In addition, the dynamic pore aperture has been suggested to account for a greater N\(_2\) porosity than expected for a static structure. In contrast to structure 3, the surface area of 4 is overestimated by a factor of 2 (2410 m\(^2\)·g\(^{-1}\) compared with 1291 m\(^2\)·g\(^{-1}\)). This significant difference can be accounted for by a structural contraction upon solvent removal. Lastly, the difference between the experimental and simulated surface area for cage 5 arises from confinement of N\(_2\) within the pores at the experimental temperature of 77 K.

**Equilibrium Gas Uptake.** GCMC routines are commonly used to simulate gas uptakes in porous materials. The potential parameters for the cage atoms were obtained from the UFF.

Inaccessible voids of cage 2 were blocked to ensure that the simulated isotherms were not overestimated. Inaccessible regions observed in the static crystal structures have been found to contribute to the porosity and it is suggested that dynamic molecular motion allows diffusion into these formally inaccessible cage voids. This process is not well understood so the amount of blocked volume was assessed to ensure the best fit to experimental data (Figure S-1). The best agreement to CO\(_2\) and CH\(_4\) experimental data was found for 1, 4, and 5 and thus could not be included in this comparison.
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Inaccessible voids of cage 2 were blocked to ensure that the simulated isotherms were not overestimated. Inaccessible regions observed in the static crystal structures have been found to contribute to the porosity and it is suggested that dynamic molecular motion allows diffusion into these formally inaccessible cage voids. This process is not well understood so the amount of blocked volume was assessed to ensure the best fit to experimental data (Figure S-1). The best agreement to CO\(_2\) and CH\(_4\) experimental data was found for 1, 4, and 5 and thus could not be included in this comparison.

Inaccessible voids of cage 2 were blocked to ensure that the simulated isotherms were not overestimated. Inaccessible regions observed in the static crystal structures have been found to contribute to the porosity and it is suggested that dynamic molecular motion allows diffusion into these formally inaccessible cage voids. This process is not well understood so the amount of blocked volume was assessed to ensure the best fit to experimental data (Figure S-1). The best agreement to CO\(_2\) and CH\(_4\) experimental data was found for 1, 4, and 5 and thus could not be included in this comparison.
defects in the experimental crystal. We note that in general, the gas adsorption of porous molecular crystals are inherently difficult to simulate due to their “soft” 3D structures. As such, we find the agreement to be within an acceptable range.\textsuperscript{45} We also simulated the gas loading of $H_2$, $N_2$, $CH_4$, and $CO_2$ at 10 bar for structures 1–5 (Table S-2). The gas uptakes at this pressure are comparable to other porous materials such as ZIFs.\textsuperscript{25}

**Diffusion and Structural Flexibility.** MD simulations at 298 K were employed to estimate the adsorbate diffusion throughout the pore structures of 1–5. We selected these conditions to allow comparison with previously reported data that predicted the kinetic gas separation properties of ZIFs and MOFs.\textsuperscript{24,25} As the series of POCs under investigation include different chemical structures a consistent generic force field (UFF) was chosen to describe all systems, in lieu of an imine-specific cage force field.\textsuperscript{44} To assess the accuracy UFF for the imine based cages, structures 1–4 were optimized and compared to the crystal structures. Small discrepancies are observed between the optimized imine angles (Table S-3) and those present in the crystal structures. However, superimpositions of the optimized and crystal structure geometries of systems 1–5 (Figure S-2) are essentially identical, thus, demonstrating the accuracy of UFF for the range of systems compared in this study. From these MD simulations we computed the self-diffusion coefficients of 1–5 for $H_2$, $N_2$, $CO_2$, and $CH_4$ (Table 1).

<table>
<thead>
<tr>
<th>cage</th>
<th>$D_{diff}/10^{-29}$ m$^2$s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (1.8 Å)</td>
<td>0.00167</td>
</tr>
<tr>
<td>2 (3.9 Å)</td>
<td>468</td>
</tr>
<tr>
<td>3 (3.7 Å)</td>
<td>532</td>
</tr>
<tr>
<td>4 (5.1 Å)</td>
<td>762</td>
</tr>
<tr>
<td>5 (4.4 Å)</td>
<td>363</td>
</tr>
</tbody>
</table>

*Numbers in parentheses after the cage and gas molecule type are the pore size and gas-molecule kinetic diameter, respectively.*

The diffusivities calculated are consistent with the window sizes of the structures. The diminutive pore aperture of 1 results in poor diffusion of all gas molecules. Without the specific pore size required for the kinetic separation of $CO_2/N_2$, the diffusivities follow the trend for the bulk diffusion of $N_2$ over $CO_2$. Structures 2 and 3 show lower diffusivity for $CH_4$ than $CO_2$, which is attributed to their limiting pore diameters of 3.9 and 3.7 Å, respectively. In contrast, the larger pore diameters of cages 4 and 5 allow the rapid diffusion of $CH_4$ (3.8 Å). We note that in the absence of molecular sieving, surface diffusion competes with the strong adsorption of $CO_2$, producing slower diffusivity of $CO_2$ compared with $CH_4$.

Our results indicate that a static pore model does not accurately represent the selectivities for $CH_4$ separations. As the pore structures of 1–5 are formed from weak intermolecular forces, it is likely that the pore window distribution is greater than that of extended frameworks in which the pore network is constructed by strong covalent bonds. Notably, pore size fluctuations have been reported to decrease the $CH_4$ selectivity in ZIF-8.\textsuperscript{30} We note that the standard deviation in the window size is a reduced measure of the complicated structural dynamics and thus cannot capture all the subtleties of the dynamics of the framework structure that could potentially affect gas diffusion, such as correlated breathing motions. However, small standard deviations necessarily imply rigid windows, which likely lead to more efficient kinetic sieving. To gain further insight into the dynamic nature of the cage structures, NVT molecular dynamic simulations were carried out at analogous temperatures to the diffusion simulations described earlier. In these simulations the limiting pore size was calculated at each femtosecond over a 1 ns trajectory, after 1 ns equilibration. The resulting pore size distributions for cages 1–5 were calculated (see Figure 3 and Table S-4).

Based on its static structure, 2 was not expected to be a promising candidate for size sieving of $CH_4$ due to the crystallographic limiting pore size of 3.9 Å. However, the flexible diffusion simulations showed slower diffusivity of $CH_4$ than $CO_2$ (Table 1). We observe from the window size distributions that thermal fluctuations of 2 produce a mean window size of 3.56 Å (Table S-4), similar to that of cage 3, thus, limiting the diffusion of $CH_4$.

The largest standard deviation of window sizes, 0.3 Å, was calculated for 4 (Figure 3). This may be attributed to the pore network being composed of largely extrinsic volume, which is found to fluctuate by a considerable amount over the time scale of the simulation. In contrast, the structures of 1 and 3 are found to produce narrow distributions of window sizes (standard deviations of 0.05 and 0.07 Å, respectively). The pore structures of these cages are wholly comprised of intrinsic cage volume with cage-to-cage packing linking the pore cavities. These results suggest cage molecules with functionalities that direct strong packing between molecular windows of appropriate dimensions may be more efficient for separations requiring precise size selection.

We note that the window size distribution of 3 found in the present work is different to that found in a previous study.\textsuperscript{47} The difference can be attributed to a difference in definition: we have taken the window size to be the narrowest point in the whole cell at a given point in time, whereas the previous study assigned the window size to the diameter of the entrance to the cage cavity. Our definition, which in general gives smaller window sizes, accounts for the effects of fluctuations in the intercage regions and (mis)alignment of cage windows on the accessibility of cage volumes.

**MMM Properties.** Diffusion data was combined with the simulated gas uptakes to compute the permeabilities for the crystalline cage structures 1–5. MMM permeabilities were extrapolated from intrinsic permeance values using Bruggeman’s model, which has been shown to accurately simulate the properties of MMMs composed of polymers and ZIFs for high fractions of additives: up to 40% by volume.\textsuperscript{51} Recent work by Bushell et al. reported the permeabilities of a MMM composed of PIM-1 and cage 3.\textsuperscript{25} We compared these experimental results with our simulation data to verify the use of our approach. The simulations were carried out at 1 bar to allow comparison with the experimental work. Figure 4 compares the experimental permeability of $CO_2$, $N_2$, and $CH_4$ with our calculated values.

Both the simulated and the experimental data show an increase in permeability for $N_2$, $CO_2$, and $CH_4$ with increasing loading of 3. Although the modeled data follow the experimental trends and show good agreement with respect to $N_2$ permeability, the permeability of $CO_2$ and $CH_4$ is underestimated. The observed difference may suggest that additional mechanisms influence the MMM configuration, including interfacial diffusion paths produced by disruption of chain packing at the polymer−POC interface. This effect has been observed to a significant extent for
other additives in MMMs and, although minimized by the organic make up of POCs, it cannot be excluded. Using Bruggeman’s model, the permeabilities and selectivities for 40% volume compositions of MMMs comprised of the polymer hosts Matrimid, Ultem, PIM-1, and PIM-7 were computed. The permeability and selectivity trade-off plots for the separation of H₂/N₂, H₂/CO₂, CO₂/N₂, and CO₂/CH₄ were predicted for neat POC membranes and MMMs. These are displayed in Figure 5. We find that MMMs containing cage structures significantly improve the permeability for H₂/N₂ and H₂/CO₂ separations. This enhancement is concomitant with a minor increase in the selectivity for H₂.

Figure 5 shows that the permeability for CO₂/N₂ and CO₂/CH₄ separations increases upon introduction of cages 1–5, bringing the Ultem and Matrimid MMMs toward the polymer upper bound; however, a decrease in selectivity is observed for the PIM membranes. The plots for MMMs composed of cages 2–5 and Ultem and Matrimid show considerable overlap of data points. This is due to the difference in permeability of cages being negligible when combined with the low permeability polymer and results in MMMs with very similar permeabilities. We also note that as a result of the discontinuous pore volume of 1, the MMMs simulated have decreased permeabilities and selectivities compared to cages 2–5.

These results show that the inclusion of crystalline aggregates of POCs in neat polymer matrices result in MMMs that lie on or surpass the polymer upper bound for H₂/N₂ and H₂/CO₂ separations. The separations of CO₂ show an increase in permeability, with the addition of cage molecules advancing Matrimid-based MMMs toward the polymer upper bound. In comparison to previous studies, the performance of POC MMMs is comparable to that of predicted ZIF-containing MMMs, despite their marginally lower affinity for the investigated gases. It is expected however, with the POCs’ exclusively organic construction that their potential will not be hindered by poor integration between the two phases.

**CONCLUSION**

In summary, we have investigated a series of POC-based MMMs for the separation of industrially relevant gas mixtures H₂/N₂, H₂/CO₂, CO₂/N₂ and CO₂/CH₄. This was achieved by employing Voronoi network analysis, GCMC, and MD simulations, with the calculations compared to experimental data for validation. Conservative estimates of gas transport properties within these materials revealed that MMMs composed of POCs can exceed the polymer upper bound for H₂/N₂ separations and more substantially for H₂/CO₂ gas pair. We note the importance of considering flexibility in these materials, as weak packing forces define the pore structures. Accordingly, window size distributions over a 1 ns trajectory were calculated. These properties determined by our investigation, combined with the facile processability and good compatibility with the polymer, indicate that POC-based MMMs have exciting potential for clean energy applications.
Figure 5. Permeability vs selectivity trade-off plots for neat polymers (solid black symbols), intrinsic POCs 1–5 (crosses), POC/polymer MMM predictions (open symbols), and Robeson’s 2008 upper bound10 (line). Open symbols represent 40% volume fraction of POC (see color code) within polymer (see symbol shape).
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